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Abstract.  Benefiting from the massive monitoring data collected by the Structural health monitoring (SHM) 
system, scholars can grasp the complex environmental effects and structural state during structure operation. 
However, the monitoring data is often missing due to sensor faults and other reasons. It is necessary to study 
the recovery method of missing monitoring data. Taking the structural temperature monitoring data of Nanjing 
Dashengguan Yangtze River Bridge as an example, the long short-term memory (LSTM) network-based 
recovery method for missing structural temperature data is proposed in this paper. Firstly, the prediction results 
of temperature data using LSTM network, support vector machine (SVM), and wavelet neural network (WNN) 
are compared to verify the accuracy advantage of LSTM network in predicting time series data (such as 
structural temperature). Secondly, the application of LSTM network in the recovery of missing structural 
temperature data is discussed in detail. The results show that: the LSTM network can effectively recover the 
missing structural temperature data; incorporating more intact sensor data as input will further improve the 
recovery effect of missing data; selecting the sensor data which has a higher correlation coefficient with the 
data we want to recover as the input can achieve higher accuracy. 
 

Keywords:  structural health monitoring (SHM); structural temperature; deep learning; LSTM network; 

missing data recovery 

 
 
1. Introduction 
 

Nowadays, many key infrastructures are deployed with structural health monitoring (SHM) 

systems, the real-time monitoring data provides opportunities for the assessment of structural state 

                                                      
Corresponding author, Professor, E-mail: civilchina@hotmail.com 
a Graduate Student, E-mail: h.liu@connect.ust.hk 
b Ph.D. Candidate, E-mail: wudizhw_0@126.com 
c Ph.D. Student, E-mail: 836383567@qq.com 
d Associate Professor, E-mail: gengfangfang_1983@163.com 

mailto:civilchina@hotmail.com
mailto:836383567@qq.com


 

 

 

 

 

 

Hao Liu, You-Liang Ding, Han-Wei Zhao, Man-Ya Wang and Fang-Fang Geng 

(Qu et al. 2019, Pei et al. 2019, Huang et al. 2020). However, in the field monitoring, the data 

collected by the monitoring system is often missing due to sensor faults, power failure and many 

other reasons, which poses a barrier to the analysis of monitoring data and the mastery of the 

structural state. Therefore, some scholars began to study the recovery method for missing SHM data. 

Chen et al. (2019) proposed an LQD-RKHS-based distribution-to-distribution regression 

methodology to restore the probability distribution of missing data from the perspective of 

probability distribution. Wan and Ni (2018) reconstructed SHM data using Bayesian multi-task 

learning methodology with multi-dimensional Gaussian process prior. Ye et al. (2017) suggested 

that based on wavelet multi-resolution analysis and support vector machine method, the missing 

data of the health monitoring system of a prestressed concrete cable-stayed bridge could be imputed 

effectively. Ni and Li (2016) used neural network technology to reconstruct the missing wind 

pressure monitoring data of a high-rise building. In addition, the compressed sensing algorithm and 

the improved algorithms based on it were widely used in the recovery of missing data in SHM 

systems (Thadikemalla and Gandhi 2018, Huang et al. 2016, Bao et al. 2018). 

Meanwhile, with the development of artificial intelligence, deep learning has made 

breakthroughs in speech recognition, image recognition, and other fields (Schmidhuber 2015). As a 

data-driven method, deep learning can self-evolve and self-correct according to big data, and 

continuously improve the accuracy of the model without human intervention. In recent years, deep 

learning method has been introduced into the SHM technology by some scholars and has achieved 

good results in the identification of structural diseases such as cracks (Cha et al. 2017, Zhang et al. 

2017) and corrosions (Atha and Jahanshahi 2018), detection of structural monitoring data anomaly 

(Bao et al. 2019), detection of sensor faults (Li et al. 2018), and assessment of structural health 

condition (Rafiei and Adeli 2018). However, there are few studies that use deep learning method to 

recover missing health monitoring data directly. Therefore, based on the massive characteristic and 

time series correlation of SHM data, this paper aims to recover the missing monitoring data in the 

actual environment by using deep learning method and discuss its practical effect. Among many 

deep learning algorithms, LSTM algorithm is very good at processing time series data due to its 

unique design of network units (Zhao et al. 2019). According to this feature of LSTM network, this 

paper mainly discusses the application of LSTM network in the missing data recovery, and the data 

recovery object is selected from the structural temperature data of Nanjing Dashengguan Yangtze 

River Bridge. 

The rest of this paper is organized as follows. The second section briefly introduces the Nanjing 

Dashengguan Yangtze River Bridge and its structure temperature monitoring system. In the third 

section, the support vector machine (SVM), wavelet neural network (WNN), and short-short time 

memory (LSTM) network are used to predict the structural temperature data, and the comparison is 

made to prove the superior performance of LSTM network in processing time series data such as 

structural temperature. In the fourth section, the application of LSTM network in the recovery of 

missing structural temperature data is discussed in detail. 

 

 

2. Bridge description and temperature monitoring system 
 
2.1 Nanjing Dashengguan Yangtze River Bridge 
 

Located in Nanjing City, Jiangsu Province, China, the Nanjing Dashengguan Yangtze River 

Bridge is one of the control projects of the Beijing-Shanghai high-speed railway. The main bridge 
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is a six-span continuous steel truss arch bridge, and the main span (2×336 m) is the maximum span 

of the same type of bridges in the world. The elevation view of the bridge is shown in Fig. 1. 

 

2.2 Structural temperature monitoring of the bridge 

 

There are 116 monitoring points in Nanjing Dashengguan Yangtze River Bridge, the main 

monitoring contents include: (1) wind speed, temperature, and humidity related to the bridge site 

environment; (2) structure temperature, bridge deformation, working condition of bearings, structure 

vibration, driving condition, structure stress, fatigue condition, etc. related to bridge maintenance 

requirements. And the bridge health monitoring system is equipped with 12 temperature sensors at 

section 1-1 of the main girder shown in Fig. 1. 𝑊𝑖 represents the 𝑖𝑡ℎ temperature sensor. 𝑊1 −
𝑊8 are arranged on both sides of the side truss arch in order of height, while 𝑊9 −𝑊12 are arranged 

transversely on the steel bridge deck and the transverse stiffening beam respectively. The detailed 

positions of the temperature sensors are shown in Figs. 2(a)-2(f) respectively. The sampling 

frequency of sensors is 1 Hz. 

 

 

3. Long short-term memory network and temperature data prediction 
 

3.1 Recurrent neural network and long short-term memory network 
 

The LSTM network is a variant of the recurrent neural network (RNN). Therefore, before 

introducing the LSTM network, it is necessary to briefly introduce RNN. As shown in Fig. 3, 

different from the traditional artificial neural network (ANN), each node in the hidden layers of 

RNN connects the information input at the current time point and the information transmitted from 

the last time point simultaneously, so that the network has the function of "memory" and is suitable 

for processing time series data with context. 

From Fig. 3 we can see that, theoretically, RNN can process the information in time series data 

of any length. But actually, it is impossible. The underlying cause is that after many stages of 

propagation, the gradients in the network tend to disappear or explode, making it difficult to capture 

the long-term correlation of sequence data (Bengio et al. 1994). Aiming at this long-term dependence 

problem in RNN, Hochreiter and Schmidhuber (1997) proposed the LSTM network. The difference 

between the LSTM network and RNN is the composition of the network unit, as shown in Fig. 4. 
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Fig. 1 Elevation view of the bridge (unit: m) (Ding et al. 2017) 
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Fig. 2 Locations of temperature sensors of Nanjing Dashengguan Yangtze River Bridge (unit: mm) 

 

 

 

Fig. 3 Structure of RNN 
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Fig. 4 Structure of LSTM network unit 

 

 

LSTM network introduces cell state and three gating units ("forget gate", "update gate", and 

"output gate") to control the process of information processing. The cell state combines information 

about the current input 𝑥(𝑡) with information about the cell state at the previous moment 𝑐(𝑡−1). A 

gate is a metaphor for a structure that combines a Sigmoid neural network layer with point 

multiplication. The value range of the Sigmoid function is between 0 and 1. When the output value 

is 0, any vector multiplied by it will be 0, which is equivalent to a closed door. When the output 

value is 1, any vector multiplied by it will not change, which is equivalent to an open door. When 

the output value is between 0 and 1, the door is half-closed and the retention of "memory" can be 

regulated. The "forget gate" controls the integration of information about the last cell state 𝑐(𝑡−1) 
into the current cell state 𝑐(𝑡). The “update gate” controls the integration of the current input 𝑥(𝑡) 
into the current cell state 𝑐(𝑡). The "output gate" generates the hidden layer unit state 𝑎(𝑡) from the 

current cell state 𝑐(𝑡). For each input, the LSTM network unit performs the following calculations 

�̃�<𝑡> = tanh(𝑊𝑐[𝑎
<𝑡−1>, 𝑥<𝑡>] + 𝑏𝑐)                       (1) 

𝛤𝑢 = 𝜎(𝑊𝑢[𝑎
<𝑡−1>, 𝑥<𝑡>] + 𝑏𝑢)                           (2) 

𝛤𝑓 = 𝜎(𝑊𝑓[𝑎
<𝑡−1>, 𝑥<𝑡>] + 𝑏𝑓)                           (3) 

𝛤𝑜 = 𝜎(𝑊𝑜[𝑎
<𝑡−1>, 𝑥<𝑡>] + 𝑏𝑜)                           (4) 

𝑐<𝑡> = 𝛤𝑢 ∗ �̃�
<𝑡> + 𝛤𝑓 ∗ 𝑐

<𝑡−1>                            (5) 

𝑎<𝑡> = 𝛤𝑜 ∗ 𝑡𝑎𝑛ℎ𝑐
<𝑡>                              (6) 

Where 𝛤𝑢, 𝛤𝑓, 𝛤𝑜 represent “update gate”, “forget gate”, and “output gate” respectively; 𝑊𝑢, 

𝑊𝑓, 𝑊𝑜 and 𝑏𝑢, 𝑏𝑓, 𝑏𝑜 represent the weight and bias between "update gate", "forgetting gate", 

and "output gate", respectively; 𝑥<𝑡>, 𝑎<𝑡>, 𝑐<𝑡> represent the current input, hidden layer state, 

and cell state, respectively; 𝑊𝑐 and 𝑏𝑐 represent the weight and bias between cells, respectively;  

𝜎 is the Sigmoid function. 

113



 

 

 

 

 

 

Hao Liu, You-Liang Ding, Han-Wei Zhao, Man-Ya Wang and Fang-Fang Geng 

X<1> X<2> ... X<t>

LSTM<1> LSTM<2>
LSTM<t>...

c<1>

O
<1>

O
<2>

O
<t>

...

Y
Output

layer

Full 

connected 

layer

LSTM

layer

Input

layer

a<1>
c<2>

a<2>

 
Fig. 5 Construction of LSTM network 

 

 

Fig. 5 shows the construction of the LSTM network in this paper, which includes an input layer, 

LSTM layer, fully connected layer, and output layer. The input layer is responsible for the input of 

the prepared time series data. The LSTM layer is constructed with LSTM units shown in Fig. 4. 

Finally, the LSTM layer's output is connected to the output layer by the linear connection of the fully 

connected layer to generate predictions. 

 

3.2 Temperature data prediction using long short-term memory network 

 
The temperature monitoring data from June 1, 2017 to December 31, 2017 of Nanjing 

Dashengguan Yangtze River Bridge is collected in this paper. Considering that the temperature 

values within 10 minutes change little, the average value within 10 minutes is regarded as the 

representative value within 10 minutes. In this case, there are 144 representative temperature values 

each day. For the convenience of representation, the temperature data collected from 𝑊𝑖  (𝑖 =
1,2,… , 12) are denoted as 𝑇𝑖  (𝑖 = 1,2,… , 12) And 𝑇1 was selected as the training and testing 

sample of models, which is shown in Fig. 6. 

Before training models, the data should be labeled and transformed into a supervised learning 

problem. After removing the Not a Number (NaN) data, considering the demand for time series data 

prediction, the data is preprocessed by the rolling method. The 31st value is predicted by the 1st to 

30th values, the 32nd value is predicted by the 2nd to 31st values, the 33rd value is predicted by the 3rd 

to 32nd values, and so on. In other words, the model takes the temperature values of the first 5 hours 

as the input and predicts the temperature value at the next moment. 

Then, the obtained data is normalized. The normalization process converts the data range into (0, 

1), which is beneficial to improve the prediction accuracy of the model and accelerate the 

convergence speed (Sola and Sevilla 1997). The 𝑀𝑎𝑥 −𝑀𝑖𝑛 normalization method is adopted in 

this paper, as shown in Eq. (7), in which 𝑋𝑚𝑎𝑥 and 𝑋𝑚𝑖𝑛 are the maximum and the minimum in 

the sample, respectively. Finally, the data is divided into the training set and testing set according to  
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the ratio of 3:1, which means that the first 75% and last 25% of the sample are regarded as the 

training set and testing set, respectively. 

𝑋𝑛𝑜𝑟𝑚 =
𝑋−𝑋𝑚𝑖𝑛

𝑋𝑚𝑎𝑥−𝑋𝑚𝑖𝑛
                              (7) 

The temperature prediction problem is a kind of regression problem, in which "mean square error 

(MSE)" is often used as the performance measure (Zhou 2016), as shown in Eq. (8). Here, it is 

adopted to evaluate model performance. The smaller the MSE value is, the more precise the model 

is 

𝐸(𝑓; 𝐷) =
1

𝑚
∑ (𝑓(𝑥𝑖) − 𝑦𝑖)

2𝑚
𝑖=1                            (8) 

In this equation,𝐷 = {(𝑥1, 𝑦1), (𝑥2, 𝑦2), … , (𝑥𝑚, 𝑦𝑚)} is the sample set, 𝑦𝑖 is the true value, 

and 𝑓(𝑥𝑖) is the predicted value. 

The performances of the support vector machine (SVM), wavelet neural network (WNN), and 

long short-term memory (LSTM) network in predicting temperature data are compared using 

selected data. The kernel function, penalty coefficient, loss distance measurement, and kernel 

function parameters of SVM were selected by the grid search method and set as Gaussian kernel 

function, 10, 0.05, and 0.01, respectively. The commonly used wavelet basis function Morlet 

function was adopted as the activation function of WNN. The learning rate and regularization 

coefficient of WNN and LSTM network were determined by the grid search method and set as 

0.0001 and 0, respectively. The number of hidden layer unit and was set as 64. 50 iteration epochs 

were performed in total, from which the optimal situation with minimum test MSE was selected. 

Compared with other random optimization methods, Adaptive Moment Estimation (Adam) 

algorithm performs better generally in practical applications (Kingma and Ba 2015). So Adam 

algorithm was adopted to optimize network parameters. Finally, to provide an intuitive and clear 

presentation with the real data, the predicted data that is between 0 and 1 is converted to typical 

temperature range using Eq. (9) that can be deduced from Eq. (8). The results are shown in Table 1 

and Fig. 7. 
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(c) LSTM network 

Fig. 7 Prediction effect of the three models on the testing set 

 

 
Table 1 Precision of the three models 

Prediction model MSE value of the testing set 

SVM 1.23 

WNN 0.26 

LSTM 6.27×10-3 

 

 

 

𝑋𝑡𝑦𝑝𝑖𝑐𝑎𝑙 = 𝑋𝑛𝑜𝑟𝑚(𝑋𝑚𝑎𝑥 − 𝑋𝑚𝑖𝑛) + 𝑋𝑚𝑖𝑛                   (9) 
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As shown in Table 1, the prediction accuracy of the LSTM network is the highest, which is only 

about 1/196 and 1/40 of that of SVM and WNN, respectively. Meanwhile, the prediction accuracy 

of the neural network (WNN and LSTM network) is also higher than that of traditional machine 

learning model (SVM). 

It can be seen from Fig. 7 that the prediction effect of SVM in the whole testing set is relatively 

consistent, while there is a significant deviation from the true values compared with WNN and 

LSTM network. WNN has a good prediction effect on the first 2/3 of the testing set, the prediction 

data is generally consistent with the real data, while the prediction effect has a significant decline 

on the last 1/3 of the testing set, it can be seen easily that the deviation is obvious. In the whole 

testing set, the predicted data of the LSTM network is highly consistent with the real data, and the 

two curves almost coincide, reflecting the good prediction performance. 

The experimental results show that the LSTM network achieves the highest prediction accuracy 

among the three models, which fully demonstrates its advantages in time series data prediction. 

 

 

4. Missing data recovery for structural temperature using LSTM network 

 
Based on the above analysis, it can be seen that compared with WNN and SVM, LSTM network 

does have certain advantages in processing time series data such as temperature data. Therefore, the 

superior performance of the LSTM network in time series data prediction is utilized here to discuss 

its application in missing structural temperature data recovery. Assuming that 𝑇1 is missing, 𝑇2, 

𝑇3, and 𝑇5, which are near 𝑇1, were selected as the input to predict 𝑇1, in other words, to recover 

𝑇1. And the recovery effects by using one sensor and multiple sensors were discussed. Similar to 

section 3, the learning rate and regularization coefficient were set as 0.0001 and 0, respectively. The 

previous 30 values of the intact sensors were used to predict the current value of the faulty sensor. 

The first 75% and last 25% of the sample were regarded as the training set and testing set, 

respectively. 50 iteration epochs were performed in total, from which the optimal situation with 

minimum test MSE was selected. Adam algorithm was adopted to optimize network parameters. 

 

4.1 Missing data recovery using data of a single sensor 
 
𝑇2, 𝑇3, and 𝑇5 were used as the input to recover𝑇1, respectively. The temperature data was 

selected randomly to test the effectiveness of the model. The differences (absolute value) between 

recovered 𝑇1 and real 𝑇1, mean square error between recovered 𝑇1 and real𝑇1, as well as the 

Pearson correlation coefficients between the input (𝑇2, 𝑇3, and 𝑇5) and 𝑇1 were calculated. The 

results are shown in Table 2, Figs. 8 and 9. In general, this method recovers the missing data 

effectively, and the model accuracy increases with the increase of correlation coefficient. At the 

same time, it can be seen from Fig. 8 and Fig. 9 that most predictions are relatively accurate. The 

maximum and minimum differences are listed in Table 2, presenting the worst and best cases and 

therefore giving a comprehensive perspective on the recovery effect. When using 𝑇5 which has a 

higher correlation coefficient as the input, the fluctuation of peak values is small, the maximum 

difference is only 5.25°C, much lower than those when using 𝑇2 (10.89℃) and 𝑇3 (10.00℃) as the 

inputs. Thus, using 𝑇5 as the input has better recovery effect not only for general cases but also for 

extreme cases.  

It is noteworthy here that the MSE value in Table 2 increases significantly than that in Table 1 

using the same LSTM model, even greater than those of the SVM and WNN model in Table 1. Such 
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results are believed to be caused by different inputs with different correlation coefficients. The 

higher the correlation coefficient between two variables, the more accurate it is to predict another 

variable from one variable. This is because the higher the correlation coefficient is, the more 

covariant parts of the two variables would have, and the more one variable can learn from the other. 

In Section 3, 𝑇1 itself is used as the input, making the correlation coefficient to be 1, which means the 

best and ideal case. So models using 𝑇1 itself as the input can achieve much higher accuracy.  

Besides, Fig. 10 is the daily change of MSE value on the testing set, namely the recovery effect 

of the model on different days. It can be seen that the MSE value of the last 1/3 part is higher and 

the prediction effect is poor. Pearson correlation coefficients between the first 2/3 and the last 1/3 

of 𝑇2, 𝑇3, 𝑇5 and 𝑇1 were calculated respectively, and the results are shown in Table 3. It can be 

seen that the correlation coefficient between the last 1/3 of 𝑇2 , 𝑇3  and 𝑇1  is lower than that 

between the first 2/3 of them, so does the prediction effect. While the correlation coefficient between 

the last 1/3 of 𝑇5 and 𝑇1 is close to that between the first 2/3 of them, and the prediction effect is 

relatively stable as well. It is further proved here that the larger the correlation coefficient is, the 

better the prediction effect will be. 

 

0 1187 2374 3561 4748 5935 7122

0

2

4

6

8

10

12

T
em

p
er

at
u

re
  
d

if
fe

re
n

ce

(a
b

so
lu

te
  
v

al
u

e)
/℃

Sample order  

0 1187 2374 3561 4748 5935 7122

0

2

4

6

8

10

12

T
em

p
er

at
u

re
  
d

if
fe

re
n

ce

(a
b

so
lu

te
  
v

al
u

e)
/℃

Sample order  
(a) 𝑇2 as the input (b) 𝑇3 as the input 

0 1187 2374 3561 4748 5935 7122

0

2

4

6

8

10

12

T
em

p
er

at
u
re

  
d
if

fe
re

n
ce

(a
b
so

lu
te

  
v
al

u
e)

/℃

Sample order  
(c) 𝑇5 as the input 

Fig. 8 Difference between recovery data and true data (absolute value) using a single sensor 

118



 

 

 

 

 

 

Deep learning-based recovery method for missing structural temperature data using LSTM network 

 

0 1187 2374 3561 4748 5935 7122
10

15

20

25

30

35

40

T
em

p
er

at
u

re
/℃

Sample order

 True data

 Predicted data

 

0 1187 2374 3561 4748 5935 7122
10

15

20

25

30

35

40

T
em

p
er

at
u
re

/℃

Sample order

 True data

 Predicted data

 
(a) 𝑇2 as the input (b) 𝑇3as the input 
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(c) 𝑇5 as the input 

Fig. 9 Comparison between recovery data and true data using a single sensor 

 

Table 2 Recovery effect using a single sensor 

 𝑇2 𝑇3 𝑇5 

Minimum difference/°C 5.00×10-6 6.67×10-6 1.05×10-4 

Maximum difference /°C 10.89 10.00 5.25 

MSE value 3.78 2.18 1.01 

Correlation coefficient 0.945 0.979 0.991 

 

 

Therefore, based on the LSTM network, structural temperature data of intact sensors can be used 

to recover the missing one of the faulty sensors. At the same time, selecting the data which has a 

higher correlation coefficient with the missing data as the input can achieve higher recovery 

accuracy. 

119



 

 

 

 

 

 

Hao Liu, You-Liang Ding, Han-Wei Zhao, Man-Ya Wang and Fang-Fang Geng 

 

0 10 20 30 40 50

0

5

10

15

20

25

M
S

E
  

v
al

u
e

Time(d)

 T2 

 T3 

 T5

 

Fig. 10 Recovery effect on different days 

 

 
Table 3 Correlation coefficients between different parts of 𝑇2, 𝑇3, 𝑇5 and 𝑇1 

  𝑻𝟐 𝑻𝟑 𝑻𝟓 

Correlation 

coefficient 

The first 2/3 0.929 0.974 0.988 

The last 1/3 0.812 0.852 0.971 

 

 

4.2 Missing data recovery using data of multiple sensors 
 

𝑇2 , 𝑇3 , and 𝑇5  were used together as the input to recover𝑇1 . The minimum and maximum 

differences (absolute value) between recovered 𝑇1 and real 𝑇1, as well as the mean square error 

between recovered 𝑇1 and real 𝑇1 were calculated. The results are shown in Table 4. Compared 

with the recovery effect using a single sensor in Table 2, using multiple sensors can effectively 

improve the recovery accuracy. As the number of sensors that act as inputs increases, the recovery 

accuracy increases. For example, using [𝑇2, 𝑇3] as input reduces the MSE value by about 78% 

compared to using 𝑇2 as input only, and using [𝑇2, 𝑇3, 𝑇5] as input reduces the MSE value by 

about 57% further compared to using [𝑇2, 𝑇3] as input. At the same time, as shown in Table 4, 

when the input is [𝑇2, 𝑇3], the MSE value is 0.84, once the input contains 𝑇5 which has higher 

correlation coefficient with 𝑇1, the MSE value is significantly reduced to 0.36. And the maximum 

difference between the predicted data and the true data is only about 3 °C. In addition, it can be seen 

from Fig. 11 and Fig. 12 that the combination of inputs containing 𝑇5 which has a higher correlation 

coefficient with 𝑇1 and the inclusion of more sensors as inputs can improve the recovery effect of 

peak values. 

Therefore, incorporating more intact structural temperature sensors as inputs can further improve 

the missing data recovery effect of the faulty sensor. At the same time, including sensor data which 

has a higher correlation coefficient with data of the faulty sensor in the input combination can 

achieve higher recovery accuracy. 
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Table 4 Recovery effect using multiple sensors 

 [𝑇2, 𝑇3] [𝑇2, 𝑇5] [𝑇3, 𝑇5] [𝑇2, 𝑇3, 𝑇5] 

Minimum difference/°C 2.64×10-4 4.33×10-6 1.09×10-4 6.70×10-5 

Maximum difference /°C 6.00 3.49 3.79 3.06 

MSE value 0.84 0.42 0.52 0.36 
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Fig. 11 Difference between recovery data and true data (absolute value) using multiple sensors 
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(c) [𝑇3, 𝑇5] as the input (d) [𝑇2, 𝑇3, 𝑇5] as the input 

Fig. 12 Comparison between recovery data and true data using multiple sensors 

 

 

5. Conclusions 
 
This paper mainly discusses the effectiveness of LSTM network in the recovery of missing 

structural temperature data, with which more assessments for structures based on analysis between 

different kinds of monitoring data can be implemented. Experiments show that the LSTM network 

performs better in terms of accuracy than SVM and WNN in predicting time series data such as 

structural temperature. And LSTM network is an effective recovery method for the missing 

structural temperature data. In the recovery using a single sensor, selecting the sensor data which 

has a higher correlation coefficient with the missing data as the input can achieve higher recovery 

accuracy. Besides, incorporating more intact structural temperature sensors as inputs can further 

improve the recovery effect of missing data. At the same time, in the recovery using multiple sensors, 

including sensor data which has a higher correlation coefficient with data of the faulty sensor in the 

input combination can achieve higher recovery accuracy. 
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Finally, the SHM data itself is a kind of time series data. In view of the good effect of LSTM 

network in processing structural temperature data verified in this paper, its promotion and 

application in other SHM data, such as deflection and displacement, are also worth discussing. 
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